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ABSTRACT
The internal variability in a 1000-yr control simulation with the coupled atmosphere–ocean global climate model
ECHO-G is analysed using near-surface temperature, precipitation and mean sea level pressure variables, and is compared
with observations and other coupled climate model simulations. ECHO-G requires annual mean flux adjustments for
heat and freshwater in order to simulate no significant climate drift for 1000 yr, but no flux adjustments for momentum.
The ECHO-G control run captures well most aspects of the observed seasonal and annual climatology and of the
interannual to decadal variability of the three variables. Model biases are very close to those in ECHAM4 (atmospheric
component of ECHO-G) stand-alone integrations with prescribed observed sea surface temperature. A trend comparison
between observed and modelled near-surface temperatures shows that the observed near-surface global warming is larger
than internal variability produced by ECHO-G, supporting previous studies. The simulated global mean near-surface
temperatures, however, show a 2-yr spectral peak which is linked with a strong biennial bias of energy in the El Niño
Southern Oscillation signal. Consequently, the interannual variability (3–9 yr) is underestimated.

1. Introduction

Knowledge of internal climate variability is not only necessary
for climate change detection and attribution studies, but also fun-
damental for climate change projections and model evaluations
(e.g. Collins et al., 2001). Instrumental observational records are
known to be insufficient for a proper estimation of internal cli-
mate variability on long time-scales due to their short temporal
and spatial coverage. Also, they are contaminated by unknown
external forcing, e.g. volcanic eruptions, changes in solar output
as well as the anthropogenic emission of greenhouse gases, sul-
phate aerosols, and ozone depleting gases (Stouffer et al., 2000).
Although proxy climate data, such as tree rings, historical doc-
uments and sediments, provide important information about the
past climate on long time-scales, they are too sparse spatially to
give accurate global signals (e.g. Barnett et al., 1999). As a sur-
rogate for natural climate variability, atmosphere–ocean coupled
general circulation models (AOGCMs) have been used widely
for climate studies.

∗Corresponding author.
e-mail: skmin@uni-bonn.de

Studies of climate variability on annual to decadal time-scales
require simulation lengths of O(1000a). There have been several
control integrations of more than 1000 yr (i.e. with fixed ex-
ternal forcing; see Table 1): CCSM2.0, CGCM1, CSIRO Mk2,
DOE PCM, ECHAM1/LSG, ECHAM3/LSG, GFDL R15 a,
GFDL R30, HadCM2 and HadCM3 (in alphabetical order),
which were performed at the National Center for Atmospheric
Research (NCAR), the Canadian Centre for Climate Modelling
and Analysis (CCCma), the Commonwealth Scientific and In-
dustrial Research Organization (CSIRO), the German Climate
Computer Centre (Deutsches Klimarechenzentrum, DKRZ),
the Geophysical Fluid Dynamics Laboratory (GFDL), and the
United Kingdom Meteorological Office (UKMO), respectively.
All model runs except for CCSM2.0, HadCM3 and DOE PCM
use flux adjustments (Table 1). The climatology and variabil-
ity in the control runs of each model have been analysed and
compared with observations (see the references in Table 1),
and intercomparisons between model runs have been carried
out in terms of internal variability of near-surface temperature
(Stouffer et al., 2000; Braganza et al., 2002) and various atmo-
spheric and oceanic variables (von Storch et al., 2000, 2001;
Monahan and Dai, 2004).
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Table 1. List of millennium control integrations of AOGCMs (alphabetical order) and analysed variables for the internal climate variability

Total
(analysed) Resolutions

Model integration Analysed (atmosphere/ Flux
(Institution) length (yr) variablesa ocean)b adjustmentsc References

CCSM2.0 1000 ENSO, NAO, THC T42 (2.8× 2.8) L26/ – Kiehl and Gent (2004),
(NCAR) 0.54# × 1.125 40L Holland (2003), Hu et al. (2004)
CGCM1 1000 (200) T2m, PCP, MSLP, T32 (3.8×3.8) L10 H, W Flato et al. (2000),
(CCCma) ENSO, THC, PDO /1.856×1.875 L29 Yu and Boer (2004)

CSIRO Mk2 1000 T2m4, ENSO R21 (3.2×5.6) M, H, W Hirst et al. (2000), Vimont et al. (2002),
(CSIRO) L9/3.2×5.6 L21 Hunt and Elliott (2003)

DOE PCM 1000 (300) T2m, ENSO5, THC T42 (2.8×2.8) L18/ – Washington et al. (2000)
(NCAR) 0.67#×0.67 L32

ECHAM1/LSG 1260 T2m, THC2,3, V2003, T21 (5.6×5.6) M, H, W von Storch et al. (1997)
(DKRZ) V5003, V8503 L19/4.0×4.0 L11

ECHAM3/LSG 1000 T2m1, SST3, THC2,3 T21 (5.6×5.6) M, H, W Voss et al. (1998),
(DKRZ) L19/4.0×4.0 L11 Timmermann et al. (1999)

ECHO-G 1000 T2m, ACW, ENSO T30 (3.75×3.75) H∗, W∗ Zorita et al. (2003), Marsland et al. (2003),
(M&D MPIfM) L19/2.8#×2.8 L20 Rodgers et al. (2004)

GFDL R15 a 1000 T2m1, SST, THC2,3 R15 (4.5×7.5) H, W Manabe and Stouffer (1996)
(GFDL) L9/4.5×3.7 L12

GFDL R30 b,c 1000, 900 T2m, ENSO5, AO, THC R30 (2.25×3.75) H, W Delworth et al. (2002)
(GFDL) L14/2.25×1.875 L18

HadCM2 1700 T2m1,4, ZMT, ENSO, 2.5×3.75 H, W Tett et al. (1997), Osborn et al. (1999),
(UKMO) NAO, THC2,3 L19/2.5×3.75 L20 Gillett et al. (2000), Collins (2000)

HadCM3 1000 T2m4, ZMT, 2.5×3.75 – Collins et al. (2001)
(UKMO) ENSO5, NAO L19/1.25×1.25 L20

aThe abbreviations used are as follows: Antarctic Circumpolar Wave (ACW); Arctic Oscillation (AO); Pacific Decadal Oscillation (PDO);
thermohaline circulation (THC); V‘mmm’ (‘mmm’-hPa wind); zonal mean temperature (ZMT). The numbers 1–5 indicate the analyses carried out
by Stouffer et al. (2000), von Storch et al. (2000, 2001), Braganza et al. (2002), and Monahan and Dai (2004), respectively.
bLatitude × longitude with a spectral truncation. The symbol (#) depicts the equatorial latitudinal refinement. Vertical resolution is expressed as ‘L’
+ number of vertical levels.
cM denotes momentum flux, H denotes heat flux, and W denotes freshwater flux. An asterisk (∗) indicates annual mean flux adjustment only.

Recently, a 1000-yr control simulation (CTL) has been car-
ried out using ECHO-G, an AOGCM developed by the Model
and Data group (M&D) at the Max Planck Institute for Mete-
orology (MPIfM). The atmospheric component of ECHO-G is
ECHAM4 (Roeckner et al., 1996) and the oceanic component is
HOPE-G (Legutke and Maier-Reimer, 1999). The objective of
this paper is to describe the climatology and internal variability
of an ECHO-G control run and to validate them by comparison
with observations for surface variables such as temperature, pre-
cipitation and mean sea level pressure (MSLP). In a companion
paper (Min et al., 2005, hereafter Paper II), the simulation skills
for two dominant phenomena of natural climate variability, the
El Niño Southern Oscillation (ENSO) and the North Atlantic
Oscillation (NAO), are evaluated. This paper will be a back-
ground for future studies of climate change detection and pro-
jections using ECHO-G ensemble simulations with Intergovern-
mental Panel on Climate Change (IPCC) scenarios.

The ECHO-G model, the integration method of the CTL and
the observational data sets used for model validation are de-
scribed in the next section. The climatology and internal vari-
ability of the surface variables in ECHO-G CTL are compared
with observations in Section 3. A summary of analysis results is
given in the last section.

2. Model and observations

2.1. Model description

ECHO-G consists of two component models: the atmospheric
component ECHAM4 containing a land surface scheme and the
oceanic component HOPE-G with an embedded sea-ice model.
ECHAM4 is the fourth generation version of the Hamburg atmo-
spheric general circulation model (AGCM), which was modified
from the European Centre for Medium-Range Weather Forecasts

Tellus 57A (2005), 4
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(ECMWF) AGCM for use in long-term climate simulations. A
general model description and validation of the present-day cli-
mate simulations with ECHAM4 are given by Roeckner et al.
(1996). The standard ECHAM4 has been modified for ECHO-G
such that the heat, freshwater and momentum fluxes are calcu-
lated separately for the ice-covered and the ice-free part of each
ocean grid cell, following Grötzner et al. (1996). To close the
freshwater and heat budgets, a scheme for continental and river
runoff and ice discharge from continental ice sheets has been
implemented (Legutke and Voss, 1999). The formulation of the
ice discharge, which includes the release of latent heat of fu-
sion associated with a mass discharge from the continental ice
sheets of Greenland and Antarctica to close the heat budget in
the coupled system, was shown to greatly improve the bottom
water formation near the Antarctic coast (Legutke, 2000).

It has been shown that ECHAM4 performs well on a T30
grid relative to the standard version on a T42 grid (triangular
truncation 30/42; Stendel and Roeckner, 1998). In addition,
HOPE-G showed overall similar performance when forced by
T30 ECHAM4 model data or T42 data (Legutke et al., 1996).
Therefore, the T30 grid version (∼3.75◦) of ECHAM4 is used
for the 1000-yr control integration in order to improve com-
putational efficiency. The vertical resolution of ECHAM4 is de-
fined by 19 hybrid sigma-pressure levels with the highest level at
10 hPa.

The ocean model HOPE-G is the global version of the Ham-
burg Ocean Primitive Equation (HOPE) model and includes a
dynamic–thermodynamic sea-ice model with a viscous–plastic
rheology (Hibler, 1979) and snow cover. A Gaussian T42 grid
(∼2.8◦) is used with a gradual meridional refinement reaching
0.5◦ in the tropical oceans between 10◦S and 10◦N. The vertical
resolution is given by 20 horizontal levels with eight levels within
the top 200 m from the ocean surface. HOPE-G has been little
changed from Wolff et al. (1997) except for the thermodynamic
ice growth, which is computed from the fluxes obtained from
the atmospheric model rather than from heat-balance equations
based on bulk formulae. The climatology of HOPE-G, forced by
atmospheric fluxes obtained from an experiment with ECHAM4
using Atmospheric Model Intercomparison Project (AMIP) sea
surface temperature (SST), is described in detail by Legutke and
Maier-Reimer (1999).

ECHAM4 and HOPE-G are coupled by the OASIS software
(Valcke et al., 2000). They exchange 10 daily mean atmospheric
fluxes (zonal and meridional momentum flux over water and
over ice, solid freshwater flux over ice, liquid freshwater flux,
downwelling solar heat flux, net heat flux over water, conduc-
tive and residual heat flux over ice) and four surface conditions
(SST, sea ice concentration and thickness, snow depth) once a
day. The model time-steps are 30 min for ECHAM4 and 12 h
for HOPE-G. A more detailed description of the coupling tech-
niques of ECHO-G can be found in Legutke and Voss (1999).
ECHO-G is a descendant of the coupled GCM ECHO-1 (Latif
and Barnett, 1994, 1996; Latif et al., 1994; Schneider et al., 1996;

Grötzner et al., 1998) and ECHO-2 (Frey et al., 1997; Pierce et al.,
2000; Venzke et al., 2000). The ancestor models (ECHO-1 and
ECHO-2) did not include a sea-ice component but relaxed SSTs
to observed climatological values poleward of 60◦.

2.2. Control simulation

After a stand-alone integration of 18 yr of the atmosphere and
2034 yr of the ocean, an initial coupled integration of 155 yr was
performed. In this initial spin-up, SST and sea surface salinity
(SSS) were relaxed to seasonal climatological values. However,
no salinity relaxation was applied in the AMIP climatological
sea-ice regions to avoid distortion of the upper-ocean salinity
changes related to ice production. Annual mean heat and fresh-
water fluxes, as diagnosed from the relaxation terms during the
last 100 yr of the coupled spin-up phase, are used as flux ad-
justments for the CTL. Both flux fields are normalized to vanish
globally. No momentum flux adjustments are applied. This flux-
adjustment method has the merit of leaving the seasonal cycle
and the wind stress determined by model, as well as freshwater
fluxes in sea-ice regions related to the ice melting and freezing
processes. Present-day concentrations are used for the three main
greenhouse gases, CO2, CH4 and N2O (353 ppmv, 1720 ppbv
and 310 ppbv, respectively).

The ECHO-G CTL data have been used for some recent cli-
mate variability studies. Baquero-Bernal et al. (2002) investi-
gated the dependence of the Indian Dipole mode on the ENSO,
comparing the first 100 yr from the control run with a 100-yr
simulation in which the ENSO variability was suppressed by re-
laxation to climatological mean model SST. Zorita et al. (2003)
assessed an uncertainty in a paleoclimate reconstruction method.
Marsland et al. (2003) examined the variability of the Antarctic
Circumpolar Wave and Rodgers et al. (2004) analysed decadal
modulations of ENSO.

2.3. Observation-based data

The observational data used in this study are listed in Table 2
for each variable with source, resolution, analysis period and
key references. Near-surface temperature (T2m), precipitation
(PCP) and MSLP are regarded as ‘basic’ surface variables. T2m
is obtained from the Climate Research Unit (CRU). The Cli-
mate Prediction Center (CPC) Merged Analysis Precipitation
(CMAP) is used as PCP observations. The National Centers for
Environmental Prediction (NCEP) and the NCAR provided re-
analysis of the MSLP. T2m, PCP and MSLP from the model
simulations and observations are interpolated on to a common
5◦ × 5◦ grid before analysis. The global mean is defined as the
area-weighted average between 85◦S and 85◦N of the interpo-
lated data, excluding the poles where the interpolated data are not
defined in the simulations. There is little change in the variance
of T2m after interpolation, e.g. +0.62% for the simulated global
mean annual values, but considerable changes in the variances

Tellus 57A (2005), 4
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Table 2. Observational data for each analysed variable

Variable (abbreviation, unit) Source Resolution Analysis period References

Near-surface temperature HadCRUT2 5◦ × 5◦ 1856–2001 Jones and Moberg (2003)
(T2m, ◦C) Rayner et al. (2003)
Sea surface temperature GISST2.2 1◦ × 1◦ 1903–1994 Rayner et al. (1996)
(SST, ◦C)
Precipitation CMAP 2.5◦ × 2.5◦ 1979–1999 Xie and Arkin (1997)
(PCP, mm d−1)
Mean sea level pressure NCEP/NCAR reanalysis 2.5◦ × 2.5◦ 1958–2001 Kistler et al. (2001)
(MSLP, hPa)

of PCP (+4.02%) and MSLP (−5.31%). To consider possible
changes of the variances caused by using different horizontal
resolutions, we compare simulated and observed variances on
the common 5◦ × 5◦ grid.

The observations of HadCRUT2 have space- and time-varying
missing data points, while the model has no missing data. Also,
the observations represent a shorter time period than the 1000 yr
of model control data. Therefore, the model data on grid points
where observational data are missing are treated as missing and
are referred to as ‘masked’ model data, and the 1000 yr of ECHO-
G CTL are divided into subperiods with the same length as the
observational period.

Fig. 1. Annual (ANN) and seasonal (DJF, JJA) mean time series of global mean near-surface temperature from the ECHO-G CTL. Values in
parentheses are 1000-yr mean, and solid lines are linear trends. Observational values estimated from HadCRUT2 (1961–1990; Jones et al. (1999))
are 14.1, 12.4 and 15.9◦C for ANN, DJF and JJA, respectively.

3. Variability of surface variables

The overall performance of ECHO-G is described now for the ba-
sic surface variables, i.e. T2m (including SST), PCP and MSLP.
After evaluating model-simulated long-term climate including
global and zonal mean patterns for the variables, the spatial pat-
terns of interannual variability and the power spectra are com-
pared with the observations.

3.1. Near-surface temperature

The global mean T2m retains a seasonal cycle due to the
hemispheric differences of land–sea distribution. The annual

Tellus 57A (2005), 4
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Fig. 2. Time series of global annual mean near-surface temperature anomalies from ECHO-G CTL and HadCRUT2 observations (1856–2001).
Solid lines are linear trends. Their values are given in parentheses (◦C per century).

(ANN), June–August (JJA) and December–February (DJF)
mean time series of global mean T2m are shown in Fig. 1.
Corresponding observed values (estimated from the 1961–1990
climate of HadCRUT2; Jones et al., 1999) are 14.1◦C, 15.9◦C and
12.4◦C, respectively. Thus, the ECHO-G model climate is some-
what warmer (0.3–0.5◦C) than that observed. No significant drift
in surface temperature occurs in the ECHO-G climate (−0.003◦C
per century). In contrast, observed temperatures show a positive
trend of 0.47◦C per century (see Fig. 2). The standard devia-
tion (STD) of linearly detrended global mean T2m of ECHO-G
CTL is 0.11◦C, which is smaller than the STD of the detrended
observed T2m, which is 0.14◦C. Compared to other model re-
sults, it is close to those of HadCM2 and HadCM3 (0.13◦C and
0.12◦C, respectively; Collins et al., 2001) and larger than that of
ECHAM3/LSG (0.07◦C).

The power spectrum of global mean T2m is compared with
the observed following the method used by Collins et al. (2001).
The Blackman–Tukey method (Blackman and Tukey, 1958) is
used for performing spectral analysis with a Hamming window.
A maximum lag of 25 yr is applied. The monthly global
temperature anomaly time series from the 1000-yr control run
is divided into 10 100-yr periods and the space- and time-
varying missing-data information from the observational data
(HadCRUT2, 1901–2000) are used to mask the model data.
The power spectra of area-weighted global mean temperatures
are calculated, after the linear trends have been removed, for
each 100-yr subsection of model data and for the observations.

Fig. 3. Power spectra of the global mean T2m from the ECHO-G CTL
(solid line) and HadCRUT2 observations (dashed line, 1901–2000).
The shading indicates the maximum and minimum spectral estimates
from 10 100-yr sections of the ECHO-G CTL, and the solid line is an
average of the 10 power spectra.

Figure 3 shows the power spectra of the global mean tempera-
tures. While the power spectrum of the observation has no signif-
icant peak against an AR(1) process (Hasselmann, 1976), a sta-
tistically significant 2-yr peak appears in the model data. Accord-
ing to Gillett et al. (2000) the model data and the observations are

Tellus 57A (2005), 4
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Table 3. Trends of global temperature anomaly in the HadCRUT2 observation and corresponding trend occurrences greater than the
observed trends in the ECHO-G CTL. Values in parentheses denote the results from ‘masked’ ECHO-G CTL

Model trend occurrence
Observation Trend length Observed trend
period (yr) (yr) (◦C per century) Occurrence Relative occurrence (%)

1992–2001 10 3.2 23 (18) 2.3 (1.8)
1987–2001 15 1.6 73 (46) 7.4 (4.7)
1982–2001 20 2.0 0 (0) 0.0 (0.0)
1977–2001 25 1.8 0 (0) 0.0 (0.0)
1972–2001 30 1.9 0 (0) 0.0 (0.0)
1962–2001 40 1.4 0 (0) 0.0 (0.0)
1952–2001 50 1.0 0 (0) 0.0 (0.0)
1902–2001 100 0.7 0 (0) 0.0 (0.0)
1856–2001 146 0.5 0 (0) 0.0 (0.0)

Fig. 4. T2m climate in DJF for model (a),
observations (b), and model minus
observation (c). Contour intervals are 5◦C in
(a) and (b) and 2◦C in (c). The zero line is
omitted in (c). Zonal means for the model
(solid line) and the observation (dashed line)
are plotted together in the upper-right panel.
The zonal mean of model biases is presented
in the lower-right panel. Light solid lines in
the zonal mean plots represent the results
from 33 30-yr subsections of ECHO-G CTL.

Tellus 57A (2005), 4
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significantly different at the 93% level (ln 2/10 independent sub-
sections) in the periods of around 2 and 3–9 yr. The model has
more energy in the 2-yr period and less power in the period of
3–9 yr than the observations. These spectral characteristics of
the modelled T2m are related to a strong 2-yr periodicity in the
ENSO variability (see Paper II). Observed spectral power is out-
side the simulated range at the longest period (50 yr), which
might be due to the external forcing even allowing for the de-
trending procedure described above.

Considering that the decadal variability of global mean T2m in
ECHO-G CTL compares well with the observations (Fig. 3), we
investigated the probability of occurrence of trends greater than
the observed trends following Collins et al. (2001); see Table 3.
Numbers of trend occurrences in the ECHO-G CTL are obtained
from moving windows for specified periods. The maximum ob-
served trend of 3.2◦C per century appears in the recent 10-yr
period (1992–2001). There is a 2.3% chance of finding a larger

Fig. 5. Same as Fig. 4 but for JJA T2m.

trend in ECHO-G CTL. For periods of 20 yr and longer, there is
no occurrence in the model of trends larger than the maximum
observed value, which is consistent with the HadCM3 results
of Collins et al. (2001). This result holds for the ‘masked’ and
‘unmasked’ model data (see the values in parentheses in Table 3).

Figures 4 and 5 show the geographical patterns of DJF and
JJA T2m, respectively, of the model and observations, as well
as their zonal mean difference. The simulated T2m, which most
AOGCMs are known to simulate well (e.g. Lambert and Boer,
2001), is very similar to the observations, both for the geo-
graphical and zonal mean patterns, except that the zonal mean
temperature distributions display cold biases in the Northern
Hemisphere (NH) high latitudes, while warm biases appear in the
Southern Ocean. Note that the T2m are strongly dependent on the
presence of an ice cover in ocean cells. The Arctic domain and
the Himalayan mountain ranges are dominated by cold biases.
The Arctic cold bias in JJA is opposite to the warm bias in the

Tellus 57A (2005), 4



612 S . -K . MIN ET AL.

ECHAM4 simulations with prescribed observed SSTs
(Roeckner et al., 1996). Warm biases are significant over
mid-latitude continental areas of both hemispheres during DJF,
while cold biases appear in NH mid-latitude continents in JJA.
The JJA cold bias on the Asian continent indicates a decreased
land–sea contrast and may account partly for the weak Asian
summer monsoon in the model climate shown in Fig. 10c (see
also Hu et al., 2000).

Fig. 6. Spatial distribution of the STD of
annual mean T2m from ECHO-G CTL (a)
and observations (b) and the logarithm of
their ratio (c). Contour intervals are 0.2◦C in
(a) and (b) and 0.1 in (c). Solid lines are for
positive values and dotted lines for negative
values in (c).

To assess the model skill at simulating local temperature vari-
ability, the model STD is calculated by averaging 10 STD pat-
terns of ‘masked’ 100-yr periods. The result is compared with
the STD of the 100-yr (1901–2000) HadCRUT2 observations.
To remove climate signals from external forcing in the sim-
plest way, linear trends are removed locally before calculat-
ing STDs of the model and observations (Stouffer et al., 2000).
More than 10 months for annual mean and more than 30 yr for

Tellus 57A (2005), 4
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Fig. 7. Same as Fig. 6 but for 5-yr mean
T2m. Contour intervals are 0.1◦C in (a) and
(b) and 0.1 in (c).

interannual STD are required to obtain non-missing observa-
tions. Figure 6 shows variability patterns of annual mean T2m.
The observed pattern shows dominant variability (>1.0◦C) on
the continents north of 60◦N and large variability (>0.5◦C) in
the NH mid-latitudes (Fig. 6b). Patches of large STD also oc-
cur over the North Pacific and the North Atlantic, as well as
over the equatorial eastern Pacific (>0.5◦C). Overall, the model
captures the observed features of temperature variability quite

well (Fig. 6a), but the logarithm of the ratio of model and ob-
servational variability (Fig. 6c) shows that the model has larger
variability than observed in the North Pacific, North Atlantic and
Himalayan Mountains, and smaller variability over the rest of the
ocean, especially in the tropics. The decadal variability of sur-
face temperatures computed from 5-yr mean time series (Fig. 7b)
shows characteristics similar to those described above (more than
3-yr annual means are considered for non-missing 5-yr means).

Tellus 57A (2005), 4
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Fig. 8. Same as Fig. 1 but for PCP (mm d−1). Observational values estimated from CMAP (1979–1998) are 2.68, 2.64 and 2.78 mm d−1 for ANN,
DJF and JJA, respectively.

Larger variability is observed in high-latitude continents, the
central North Pacific, North Atlantic and equatorial Pacific. The
model simulates T2m variability over NH continents very well,
but overestimates the variability in the North Pacific and North
Atlantic, while the T2m variability in the tropical oceans is un-
derestimated (Fig. 7c).

3.2. Precipitation

Figure 8 shows time series of ANN, DJF and JJA global mean
PCP. As in the time series of T2m in Fig. 1, there is only little
climate drift in the simulated PCP (−7.3 × 10−7 mm d−1 per
century for ANN PCP). ECHO-G simulates a little more PCP
than seen in the observations: climatological values of the global
mean PCP rate in the model are 2.80, 2.74 and 2.86 mm d−1 for
ANN, DJF and JJA mean, respectively. These values are 0.10–
0.12 mm d−1 larger than observational values of 2.68, 2.64 and
2.78 mm d−1 estimated from the 20-yr mean (1979–1998) of
CMAP data (Xie and Arkin, 1997). The amplitude of the model
PCP seasonal cycle (JJA minus DJF) is 0.12 mm d−1 while the
observed value is 0.14 mm d−1.

A comparison of the simulated geographical distribution of
DJF PCP with CMAP observations is shown in Fig. 9. The merid-
ional distribution of zonal mean PCP is fairly well simulated by
the model with a small wet bias over the NH mid-latitude and a

dry bias near 40◦S. The wet bias in the mid-latitude of the winter
hemisphere is a common problem in CMIP AOGCMs (Lambert
and Boer, 2001). The structure of the Intertropical Convergence
Zone (ITCZ), the South Pacific Convergence Zone (SPCZ) and
the dry tongue in the equatorial Pacific are well captured by
the model, although the amplitudes of the ITCZ and SPCZ are
slightly smaller than observed. Biases such as, for example, the
positive deviations over South Africa, Australia and the western
Indian Ocean are of the same order as those in ECHAM4 inte-
grations with prescribed observed SST (Roeckner et al., 1996).
The PCP in JJA is shown in Fig. 10. As in DJF, the overall pattern
is well simulated by the model including the ITCZ and SPCZ
structure. However, negative biases dominate in the Indian and
Asian monsoon region and the eastern tropical Pacific. A maxi-
mum PCP appears over the Indian Ocean in the model, while it
is positioned along the west coast of India and over the Bay of
Bengal in the observations. This shortcoming also appeared in
ECHAM4 stand-alone simulations (Roeckner et al., 1996), indi-
cating that the monsoon simulation of the model is not affected
by the coupling system applied here. In contrast to the DJF re-
sult, a wet bias is seen in JJA PCP over the Southern Hemisphere
(SH) mid-latitudes. The zonal mean JJA PCP represents a good
performance except for the wet bias in the SH mid-latitude.

The local temporal variability of annual mean PCP in the
model is compared with 20-yr CMAP observations in Fig. 11.
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Fig. 9. PCP climate in DJF for model (a),
observations (b), and model minus
observation (c). Contour intervals are 2 mm
d−1 in (a) and (b) and 1 mm d−1 in (c). Solid
lines are for positive values, dotted lines for
negative values, and the zero line is omitted
in (c). Light solid lines in the zonal mean
plots represent the results from 49 20-yr
subsections of ECHO-G CTL.

The model STD is evaluated at each grid point by averaging 50
STDs calculated from 20-yr subperiods. As in the case of T2m
variability in Figs. 6 and 7, the long-term linear trends are re-
moved locally in advance for both simulations and observations.
The observed pattern of interannual variability of precipitation
(Fig. 11b) reveals dominant variability (>1.0 mm d−1) in a zonal
band of the tropical Pacific and eastern Indian Ocean with a max-
imum larger than 2 mm d−1 in the equatorial central Pacific. The
meridional extent of larger variability (>0.5 mm d−1) is from
30◦S in the central Pacific to 30◦N in the western Pacific. The
equatorial Atlantic also shows larger variability. The overall pat-
tern of the PCP variability is captured reasonably well by the
model. However, its amplitude is lower than that observed in the
eastern and western equatorial Pacific, South America, north-
western Pacific and equatorial western Africa. It is noted that
the spatial pattern of the precipitation variability in the model
and observations is dominated by ENSO-related fluctuations on

the time-scale considered here. The decadal variability cannot be
studied because of the short length of the observational period
of 20 yr.

3.3. Mean sea level pressure

Figure 12 shows geographical and zonal mean patterns of DJF
MSLP of ECHO-G CTL and observations (1961–1990 mean of
NCEP/NCAR reanalysis; a different mean period, e.g. 1979–
2003, does not change the result including biases in Antarctica –
see below), as well as their differences. The comparison of zonal
mean reveals overall good consistency between the model and
observation, such as the tropical low, subtropical highs and high-
latitude lows. The zonal mean pattern of the model bias reveals
that the subtropical highs in the NH and the high-latitude lows
have positive pressure biases. The amplitude of the model bias
is less than 5 hPa except for the Southern Ocean and Antarctic
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Fig. 10. Same as Fig. 9 but for JJA PCP
(mm d−1). Light solid lines in the zonal
mean plots represent the results from 50
20-yr subsections of ECHO-G CTL.

regions. When compared with other AOGCMs, ECHO-G ex-
hibits a relatively good skill in simulating the zonal mean MSLP,
especially at the low and mid-latitudes (Lambert and Boer, 2001).
The overall geographical patterns of the DJF mean MSLP are
well represented in the model CTL including the position and
amplitude of the main high- and low-pressure systems in the NH.
The Aleutian Low and the Icelandic Low are well reproduced,
except that the centre of the Aleutian Low is located more east-
ward in the model climate than in the observations. The Siberian
High in the model is stronger especially in the northern part
of Siberia. The Azores High in the model is stronger by more
than 8 hPa and has a more eastward position. On the other hand,
the subtropical highs in the SH mid-latitude have weak negative
pressure biases while the Antarctic region has a strong posi-
tive bias. The positive bias over Antarctica may partly result
from a lack of ozone depletion in the model (e.g. Thompson and

Solomon, 2002; Gillett and Thompson, 2003). The stand-alone
version of ECHAM4 shows very similar patterns of model bias
in DJF MSLP (Roeckner et al., 1996), which indicates that the
coupled system does not change significantly the climate of the
atmospheric surface pressure, as is the case for PCP.

A comparison of JJA MSLP is shown in Fig. 13. The model cli-
mate captures the overall pattern of observations quite well, ex-
cept for higher latitude regions in both hemispheres. The strong
biases south of 60◦S may be artefacts caused by large errors in
the reanalysis MSLP in this region (Marshall and Harangozo,
2000; Marshall, 2003). The subtropical highs in the North Pa-
cific and North Atlantic are simulated well both in position and
strength. The Eurasian continental low in the model has a pos-
itive bias or weaker strength than observed, which may be re-
lated to the cold bias there and the weak summer monsoon (see
above). The southern part of North America has a negative bias.
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Fig. 11. Same as Fig. 6 but for precipitation. Contour intervals are
0.5 mm d−1 in (a) and (b) and 0.1 in (c). The zero line is omitted in (c).

Subtropical highs on the SH are well positioned, but they are
slightly weaker than observed. A large negative bias appears in
the SH mid-latitudes.

In order to assess the model skill in simulating the interannual
variability, the STD of annual mean MSLP is calculated at each
grid point and its horizontal distribution is shown in Fig. 14.
The STD of the observed MSLP is evaluated from the 40-yr pe-
riod (1961–2000) of NCEP/NCAR reanalysis while the STD of
model climate is obtained by taking the mean of 25 STDs for
40-yr subsections of the 1000-yr CTL. The linear trends in the
40-yr period are removed for both model data and observations
before calculating the STDs. The observed pattern of MSLP
variability displays large variability (>1.5 hPa) in the North Pa-
cific, North Atlantic and polar regions in both hemispheres. This
appears to be related to the North Pacific Oscillation (NPO),
NAO, Arctic Oscillation (AO) and Antarctic Oscillation (AAO)

or hemispheric annular modes (Rogers, 1990; Thompson and
Wallace, 1998, 2000, 2001); see also fig. 12 of Paper II for DJFM
MSLP variability in the NH extratropics. It is also observed that
generally the amplitude of MSLP variability is larger at higher
latitude than at lower latitude, and over the oceans than over land.
Figure 14 shows that ECHO-G is able to reproduce the overall
pattern of the observed MSLP variability, but mostly with smaller
amplitudes than observed. Exceptions are relatively large model
variability over the equatorial central Pacific (>0.5 hPa), which
might be related to the strong and regular El Niño-like variability
in the model (see Paper II), and over the northern North Pacific.
Other models might show different features of MSLP variability,
e.g. less variability at high-latitude oceans than observed (Flato
et al., 2000, for CGCM1).

4. Conclusions

In this paper we describe the climate and internal variability of
a 1000-yr CTL with the coupled climate model ECHO-G using
present constant values of well-mixed greenhouse gases and no
external forcing. It provides a background for future scenario
simulations. ECHO-G consists of the atmospheric component
ECHAM4 and the oceanic component HOPE-G, and includes
a dynamic and thermodynamic sea-ice model. Flux adjustments
are applied for annual-mean heat and freshwater only, with zero
global mean, and there is no adjustment in high latitudes pole-
ward of the climatological AMIP ice edge. The model simulates
almost no climate drift.

The internal variability of three surface variables (T2m, PCP
and MSLP) are examined. The ECHO-G control experiment
shows overall good skill in simulating the seasonal mean clima-
tology and the interannual variability of T2m, PCP and MSLP.
Biases in the model climate of the three variables are very similar
to those of ECHAM4 stand-alone integrations (Roeckner et al.,
1996) except for the JJA T2m in the Arctic region, which may
be related to the partial sea-ice cover used in the coupled model
in contrast to the stand-alone integrations (see Grötzner et al.,
1996).

There appears a too strong 2-yr peak in the simulated global
mean T2m power spectrum; accordingly the period of 3–9 yr
has lower power than observed. This is closely related to the
2-yr regular period of the ENSO in the model (see Paper II for
more details and discussion). Local temporal variability of the
T2m at interannual to interdecadal time-scales is reproduced
realistically over the NH continents, but it is overestimated over
the North Pacific and North Atlantic while underestimated over
the tropical oceans.

ECHO-G locates the ITCZ and SPCZ realistically, although
there are biases in amplitudes. The PCP associated with the In-
dian and Asian summer monsoon is underestimated, which is
speculated to be linked with the cold bias in the Asian continen-
tal T2m (i.e. weak land–sea temperature contrast) and with the
weakly simulated Eurasian continental low in the model. The
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Fig. 12. MSLP climate in DJF for model (a),
observations (b), and model minus
observation (c). Contour intervals are 4 hPa
in (a) and (b) and 2 hPa in (c). Solid lines are
for positive values, dotted lines for negative
values, and the zero line is omitted in (c).
Light solid lines in the zonal mean plots
represent the results from 33 30-yr
subsections of ECHO-G CTL.

observed large variability of PCP in the tropical Pacific is well
captured by the model but its amplitude is underestimated.

The spatial pattern of the MSLP STD exhibits weaker variabil-
ity over Africa and the tropical western Pacific than the obser-
vations. The observed variability of the NH wintertime MSLP is
characterized by two centres of action over the North Atlantic and
the North Pacific. The pattern of MSLP variability in ECHO-G
CTL shows locations and amplitudes similar to those observed.

A simple detection study of global mean T2m shows that the
recent global positive 20–146 yr trends cannot be explained by
the internal variability of ECHO-G CTL consistent with pre-
vious studies with other models (e.g. Collins et al., 2001, for
HadCM3).
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Grötzner, A., Sausen, R. and Claussen, M. 1996. The impact of sub-
grid scale sea-ice inhomogeneities on the performance of the atmo-
spheric general circulation model ECHAM3. Climate Dyn. 12, 477–
496.
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